Journal of Siberian Federal University. Engineering & Technologies 2021 14(8): 986—995

Information and Communication Technologies

MHdopMaLMOHHO-KOMMYHUKALMOHHbIE TEXHOOTUM
DOI: 10.17516/1999-494X-0367

YK 004.93'1

Implementation

of Moving Object Tracker System

Mohanad Abdulhamid® and Adam Olalo*®
“AL-Hikma University

Baghdad, Iraq

bUniversity of Nairobi

Nairobi, Kenya

Received 12.09.2021, received in revised form 14.10.2021, accepted 21.11.2021

Abstract. The field of computer vision is increasingly becoming an active area of research with
tremendous efforts being put towards giving computers the capability of sight. As human beings we
are able to see, distinguish between different objects based on their unique features and even trace
their movements if they are within our view. For computers to really see they also need to have the
capability of identifying different objects and equally track them. This paper focuses on that aspect of
identifying objects which the user chooses; the object chosen is differentiated from other objects by
comparison of pixel characteristics. The chosen object is then to be tracked with a bounding box for
ease of identification of the object's location. A real time video feed captured by a web camera is to be
utilized and it's from this environment visible within the camera view that an object is to be selected
and tracked. The scope of this paper mainly focuses on the development of a software application that
will achieve real time object tracking. The software module will allow the user to identify the object
of interest someone wishes to track, while the algorithm employed will enable noise and size filtering
for ease of tracking of the object.
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HpaKTH‘leCKOG NPUMEHECHHUE CUCTEMbI OTCJICKUBAHUA

3a ABMIKYIIUMUCS 00bEKTAMM

Moxanan A6ayaxamun?, Axam Ounano®
*Yuusepcumem Anv-Xukma,

Hpax, baeoao

% Vuusepcumem Hatipobu

Kenus, Hatipoou

AnHoTanus. O01acTh KOMIOBIOTEPHOTO pacIo3HaBaHUS 00pa30B MPHOOPETAET MOMYISIPHOCTD CPEIN
HCCIIEJOBAHMI, IIPU ITOM IIPUJIATAIOTCSl OTPOMHBIC YCUIIUS U1l HAJJeJICHUsI KOMITBIOTEPOB ITOM
C0COOHOCTBI0. COrIaCHO CIIOCOOHOCTSIM, CBOMCTBEHHBIM JIFOJSIM, MBI MOKEM BHJIETh, pa3jinyarhb
pa3Hble 0OBEKTHI HA OCHOBE XapaKTEPHBIX OCOOCHHOCTEH, a TAK)KE OTCIICKUBATH UX JIBHIKCHUS, €CITH
OHM HaXOJATCs B IIpeJesiax HalIero Iojst 3peHus. /i Toro 4To0bl KOMITBIOTEPBI JEHCTBUTEIBHO MO
BUJIETh, OHH TAaKXKe JOJDKHBI UMETh BO3MOYKHOCTb PACIIO3HABATH PAa3IMYHbIe 0OBEKTHI U B PABHOW Mepe
OTCIIKUBATH UX. JJaHHASI CTAaThS MOCBSAIIEHA IIPoOIeMe HICHTU(DUKAIIIH 00bEKTOB, KOTOPHIE BEIOMpaeT
TI0JIB30BATEIIb; JUI BBIOPAHHOTO 00BEKTa IPOBOJUTCS Pa3rPaHUUCHHE C IPYTUMHU 00BbEKTaMH Iy TeM
CPaBHEHHSI XapaKTEePUCTHUK MMUKcelel. BRIOpaHHBIN 00BEKT 3aTeM ClleIyeT OTCIISKNUBATD C IOMOLIBIO
OTPAaHUYMTEIBHOTO NPSIMOYTOJIBHHKA, YTOOBI 00JIErYUTh ONpeeNIeHHE ero MecTomnonoxeHus. Heodxonnmo
HCIIOJIB30BATh BUACOIIOTOK B PeaIbHOM BPEMEHH, CHATBIH BeO-KaMepoid, 1 UMEHHO M3 3TOr'0 BHEIIHET O
OKPY’KEHHS, BUAMMOTO B I10JIe 3PEHHS KaMepBl, CIIelyeT BEIONPaTh U OTCICKUBATh 00BEKT. B paMkax
JQHHOI CTaThbU OCHOBHOE BHUMaHYE YICISIeTCS pa3padoTKe IIPOrpaMMHOI0 00€CIIeYeHH 1, KOTOPOE MO3BOJIUT
OTCJIEXKUBATH OOBEKTHI B PeaIbHOM BpeMeHH. [IporpaMMHBII MOJTYIIb ITO3BOJIUT MOJIb30BATEINIO PACIIO3HATD
HHTEPECYIONH 00BEKT, KOTOPBIN HY>KHO OTCIIEIUTD, B TO BPEMSI KaK UCIIOIB3YEMbIH aIrOPUTM MO3BOJIUT
yOpaTh MOMEXH U ONPENETIUTh pa3Mep 00beKTa, O3BOJISIONIIE CHATh O'PAHHYEHHUS B €I0 OTCIICKUBAHUH.

KiaioueBnble ciioBa: IMPAaKTUYCCKOC MTPUMCHCHUEC, yCTpOﬁCTBO, OTCJIC)KUBAIOLICC IBUKYIIUECA O0OBEKTEI.
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/ Moxanan A6xynxamu, Anam Onano // XKypa. Cub. ¢penep. yu-ta. Texuuka u TexHosoruu, 2021, 14(8). C. 986—995.
DOI: 10.17516/1999-494X-0367

1. Introduction

The use of video cameras is becoming common in applications such as traffic monitoring, ATM
security cameras, surveillance in shopping malls, banking halls and even police surveillance. The
video displayed by cameras represents a sequence of images being streamed as successive frames.

Tracking in image processing refers to finding the location of an object from the video being
processed and following it up in each successive frame being received. Various algorithms that enable
tracking by video cameras are used, but various processes exist that cut across most of these methods.
They include processes such as gray scaling, thresholding, size filtering, labeling and noise filtering.

For a computer vision system to function effectively as the equivalent biological system, it should
be able to cope with static and dynamic background environments, moving and changing objects,
changing view points and even changes in illumination.

With the exception of illumination changes and scintillating motion of features in the environment
such as water bodies and leaves; for most rigid bodies changes are usually due to object or camera
motion. Moving object detection can be classified as follows:

(A)-Based on the camera state
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1-Stationary camera moving object case.

2-Moving camera moving object case.

(B)-Based on the number of objects being tracked

1-Single object tracking in real time.

2-Multiple objects tracking in real time.

(C)-Based on the number of cameras being used to track

1-Single camera tracking.

2-Multiple camera tracking.

Some works related to our topic can be found in the literatures[1-7].

2. Implementation

In this paper, the object tracking system is developed and implemented using Matlab as illustrated

in the following sections.

2.1. Main flow chart

The proposed approach can be illustrated with a flowchart as shown in Fig. 1. It starts with image
acquisition of the live video feed by the web camera after which the user initiates the object of interest
which is identified by various selection algorithms. If the start tracking button is pressed, a flag value
which indicates whether the button is pressed or not is checked. If it is pressed, motion is detected in
the video and the motion of the specific object of interest localized thereby achieving tracking of the
object; otherwise tracking is not initiated unless the button is pressed.

On the other hand if the stop tracking button has not been pressed tracking continues infinitely
as long as the object is within the camera view, but once it's pressed tracking stops and the user can
either exit the application or initiate a different object to track. Similarly there also exists a flag value
that keeps track of the state of the stop tracking button (whether it's pressed or not). The next sections

explain the processes of the main program flowchart in Fig. 1 in detail.

2.1.1. Image acquisition process

Fig. 2 shows the flow chart for the image acquisition process. This process launches the graphical
user interface (GUI) handle onto which the video will displayed, it also contains the command buttons
for initiating tracking, stopping and exiting. In addition the live video acquired by the web camera is

also previewed at the GUI handle at this juncture.

2.1.2. User initiating process

Fig. 3 shows the detailed flow chart for the user initiating process. In this process the user first
selects the object someone wishes to track with a resizable rectangle, the selected object is then modeled
by its unique properties (colour and pixel intensity). It is these unique model properties of the object

that aid in the object's segmentation and its subsequent tracking in the midst of other objects.

2.1.3. Motion detection process

Fig. 4 illustrates the detailed motion detection process flow chart. Before motion detection

commences, first there is the initialization of the tracking process which consists of the video input
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object capturing the web camera video feed as per the set frame grabber properties. The frame grabber
sets the number of frames captured by the video input object per second and also enables capturing the
snapshot of the current frame.

From the current frame snapshot, the object of interest is segmented according to the user initiated
object properties (colour and pixel intensity) which were used in its modeling. After that motion is
extracted using background subtraction technique and possible regions of motion of the object localized
within image sequences as successive frames are grabbed. It is from these successive frames that the

motion of the object of interest will be segmented and tracked accordingly.

2.1.4. Object processing and tracking process

In this process (Fig. 5), the moving region with the probable location of the object of interest is

gray thresholded and then binary masked so as to separate the foreground from the background; our

Motion DetectionProcess

_________________ e

Gray Threshold

Binary
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.
Noise and Size
Filtering

A4
Object
Labelling

A 4

( Stop )

Fig. 5. Object processing and tracking process

object of interest will be represented by the foreground(or binary mask 'l', with the background marked
as binary mask '0").

To get a precise mask representing the object, noise and size filtering is carried out so as remove
pixels that can be mistaken to represent the object. After that object labeling is carried out from the
moving region and it is this labeled object that will be tracked by a bounding box.

After tracking is stopped by the user, the video input object is deleted and memory cleared
so as to free up memory resources of the system which were being utilized in tracking of the
object.
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2.2. Program algorithm

The program implementation stages can be summarized by the following algorithms:

» Using Matlab's video input object the installed adapter of the web camera is called by the
program.

*  Matlab's preview function utilizes the installed adapter of the web camera to acquire its video
feed and displays it in real time at the already launched GUI.

»  User initiates object selection.

* An algorithm is then employed that grabs a certain amount of frames per second from image
sequences being received.

* A model of the foreground is then computed from the current frame based on the color and
pixel intensity values of the user initiated object.

*  Background subtraction algorithm is then carried out so as to segment the foreground region
which depicts the probable object of interest.

*  Morphological dilation is then carried out so as to close the small gap regions of the segmented
foreground.

*  Further segmentation of the object from the foreground region is attained by employing noise
and size filtering algorithms.

* Objects are then labeled based on the number of connected components in the filtered
foreground region by employing contour finder techniques. From these labeled objects our object of

interest is identified and uniquely tracked.

3. Experimental results

This section illustrates the results of the program when tested with different video sequences
provided. The program algorithm is as per developed using the Matlab's environment and the video
sequences represent the real time data acquired using a low resolution webcam with an image size of
320%*240 pixels.

In this analysis two video sequences are taken into consideration; one for two different coloured
objects and another for similar objects. The results are analysed stepwise from object segmentation,
background subtraction, noise and size filtering, object labelling and the final results as perceived by
the user.

Fig. 6 and Fig. 7 give an illustration of the two captured video sequences as perceived by the web

camera, while, Fig. 8 and Fig. 9 indicate the user selected regions in the respective video sequences.

3.1. Results from object segmentation

Fig. 10 and Fig. 11 illustrate the binary image representation of the first frame for both video
sequences; the white regions represent the possible locations of the object as per the set color constraints

used in segmentation of the object.

3.2. Results from background subtraction

Background subtraction detects motion present globally thereby distinguishing the moving object
from a static background. Background subtraction alone does not show a clear contrast between the

object and the static background in some cases because the camera reads an image by its pixel values.
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Fig. 6. Snapshot of the 1% video sequence Fig. 7. Snapshot of the 25 video sequence

% |

Fig. 8. User selected object of 1% sequence Fig.9. User selected object of 2% sequence

Fig. 10. Object segmentation of 1% sequence Fig. 11. Object segmentation of 25 sequence

Hence in this program gray thresholding is applied prior to the background subtraction process leading

to a static background that is enhanced and more apparent as shown in Fig. 12 and Fig. 13.

3.3. Results from noise and size filtering

This process has the effect of removing noise and small sized pixels which are less than 300px
that may be mistakenly taken to represent the object. Thereby leading to a sharp image that is free
from noise with a clear distinction of the possible object location as per the set colour range constraints.

This effect is illustrated in the video sequences shown in Fig. 14 and Fig. 15, with Fig. 15 showing

two possible object detections since the two objects are of similar characteristics.
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Fig. 12. Background subtraction of 1% sequence Fig. 13. Background subtraction of 25 sequence

Fig. 14 Filtering of 1% video sequence Fig. 15. Filtering of 2% video sequence

3.4. Results from object labeling

In this procedure, all the connected components are labeled and every connected component
is uniquely identified as a different object by the program. From the visual point of view there is no
difference between the results of object labeling and those of filtering, but actually the detected objects
are labeled at this instance at the backend of the program.

From the Ist video sequence only one object was detected as shown in Fig. 16, which was
thus labeled as number 1. From the second video sequence two objects were detected as shown
in Fig. 17, the one on the left was labeled as number 1 while the one on the right was labeled as
number two.

Based on the assumption that the selected object would not have moved significantly from the
instance of object selection to when the object is detected in the next captured frame. A relative position
of the object is computed and it's on this positional basis that the rightful selected object is tracked in

the second video sequence.

3.5. Final results from the user point of view

When a moving object specified by the user is being detected a blue boundary box is drawn
surrounding the object, as the program's algorithm is implemented between successive frames the
bounding box moves with the object.

Fig. 18 to Fig. 21 illustrate the motion of the chosen object in various frames as perceived by the

program from web camera feed of the first video sequence.
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Fig. 16. Object labeling of 15 sequence Fig. 17. Object labeling of 2% sequence
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Fig. 18 1% frame result of first video sequence Fig. 19. 5" frame result of first video sequence

- |
Fig.20. 20t frame of first video sequence Fig. 21. 45" frame of first video sequence
| |
F !

Fig. 22. 1** frame of second video sequence Fig. 23. 5™ frame of second video sequence
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F 3

Fig. 24. 20" frame of second video sequence Fig. 25. 45" frame of second video sequence

Fig. 22 to Fig. 25 also illustrate the motion of the chosen object as perceived by the program from
the web camera feed of the second video sequence.
From both video sequences, the selected object was successfully detected and tracked by a blue

bounding box as it moved within the camera view.

4 Conclusion

The main objective of this paper was to develop a program that demonstrates the tracking of a user
selected object of interest that is within a stationary camera field of view. The program achieves this
by employing various algorithms for object segmentation, gray thresholding, background subtraction,
filtering and object labeling which lead to object localization and its eventual tracking. Though the
algorithms employed had a reasonable success rate as far as stationary controlled scenes are concerned;
for deployment in real world situations such as video surveillance applications, guiding of autonomous
vehicles, automatic target recognition and missile guidance work needs to be done in order to fine tune

the algorithms for better tracking performance.
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