Journal of Siberian Federal University. Mathematics & Physics 2022, 15(1), 114-124

DOI: 10.17516/1997-1397-2022-15-1-114-124
VIIK 512.54

Multi-Agents’ Temporal Logic using Operations of Static
Agents’ Knowledge

Vladimir V. Rybakov*

Siberian Federal University

Krasnoyarsk, Russian Federation

A.P. Ershov Institute of Informatics Systems
Novosibirsk, Russian Federation

HSE University

Moscow, Russian Federation

Received 31.05.2021, received in revised form 10.09.2021, accepted 21.10.2021

Abstract. We study an agents’ temporal logic with non-standard none-transitive temporal accessibility
relations and operations of static agents’ knowledge. The main mathematical problem we work with is
existence of algorithms for solving satisfiability problem. The problem is resolved and the algorithm is
found. Some open problems are suggested in the concluding part.

Keywords: temporal logic, multi-agency, non-classical logics, information, knowledge representation,
deciding algorithms, decidability, computability.

Citation: V.V.Rybakov, Multi-Agents’ Temporal Logic using Operations of Static Agents’ Knowledge,
J. Sib. Fed. Univ. Math. Phys., 2022, 15(1), 114-124. DOI: 10.17516/1997-1397-2022-15-1-114-124.

Introduction

We start from a short historical comments. Temporal Logic has been broadly used to cover
all approaches to reasoning about time and temporal information. Formally, as a mathematical
subject, it may be seen as a special modal logic (formalized in 1960 by Arthur Prior under the
name Tense Logic). Important feature of temporal logic is working out instruments for study
of information and its stable in time part, which usually is referred as knowledge. In terms of
symbolic logic, the concept of knowledge may be dated to the end of 1950. At 1962 Hintikka
wrote the book: Knowledge and Belief, the first book-length work to suggest using modalities
to capture the semantics of knowledge. This book laid much of the groundwork for the subject,
but a great deal of research has taken place since that time. One of logics in that line of research
was temporal logic (cf. for historical outlook for reasonably close days Gabbay, Hodkinson,
Reynolds [7,8], Goldblat [9], Goranko [10], van Benthem [32], Yde Venema [35]).

There were many diverse variations of temporal logic in the study. For example, since in-
vention the linear temporal logic LTL with operation U — until — by Amir Pnueli that system
was popular for applications and due to interesting mathematical base. Automaton technique
to solve satisfiability in this logic was developed by Vardi [33,34]). From reasonably modern
results concerning this logic I would mention the solution for admissibility problem for LTL
in Rybakov [18,19], the basis for admissible rules of £7L was obtained in Babenyshev and
Rybakov [3].

The unification problem for LTL was solved in [23]. Concerning applications of logical meth-
ods in AT and CS, the tools around temporal logic work well for analysis in multi-agent environ-
ment (cf. eg. [20,21]). Representation of knowledge via multi-agent environment is a popular
area in Logic in Computer Science.
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That concerns diverse subjects of multi-agent environment — interaction and autonomy, effects
of cooperation etc. For example tools for representation agents’ interaction for the logic LTL of
linear time were developed in Rybakov [20,21]. In current time this logic was investigated from
many viewpoints, in particular extensions of L7TL for the case of non-transitive models, were
studied in Rybakov [24,25,29] for the case of the interval versions of the logic. Also modelling
multi-agent reasoning via temporal models was applied in Rybakov [22,26,28] for various versions
of linear logic.

In this our paper we study a temporal agents’ logic based on agents’ non-transitive time with
possible time overlaps of time intervals and gaps (lacunas) on temporal accessibility relations —
so by nature intransitive one. New feature we consider here is also application of operations of
static agents’ knowledge — K;p with the meaning the agent j knows the fact p in the (only)
current time state (which may mean that later j may lose the knowledge about p); that may
generate interesting logical effects). We solve the satisfiability problem for this logic via new
approach which successfully packed all limitations in previous technique in one new framework.
The paper contains all necessary definitions and does not require external reading and study. In
concluding part we describe some interesting open problems.

1. None-transitive temporal models

At first we just recall logical language for our research. As usual logical language (which we
will use) consists of potentially infinite set of propositional letters P, Boolean logical operations,
operation N (next), operations U; (until) for some finite fixed amount of indexes j € J, each j
for agent j.

Besides in this paper we will use operations K;, for agents j, with meaning the agent j knows
the fact (information) which is encoded by a letter p € P, so K;p be a formula. Admit that we
have exactly k agents — [1,...,k]. The formation rules for compound formulas are as always:
any letter from P is a formula; the set of all formulas is closed w.r.t. applications of Boolean
logical operations, the unary operation A/ (next) and the binary operations U; (until); ¢U;4 to
be read ¢ holds within the agent j accessibility relation until ¥ will be true, Ny says ¢ is true
in next temporal state.

But for operations K, the only expressions K;p for p € P are formulas; so we cannot iterate
the operation K in formulas, to apply K; to compound formulas (in order to avoid possible
contradictory logical circles).

Now we formally introduce models with non-transitive time and with various time relations
for distinct agents’. Inside non-classical logic and logic in computer science, for a while, the
question if the time might to be transitive or not was not in a focus of considerations, and was
so to say suspended. Since a time ago, we got to be interested to clarify this point and to
consider mathematical approaches to model distinct features of view on if the time might be
transitive or none-transitive. A set of possible motivations, which previously used, may be seen
in Rybakov [24-26,28,29]. We define now non-transitive temporal frames — the main semantic
object of our paper.

Definition 1. A temporal non-transitive frame
F:=(N,{R} |z € N,j € J},Nat)
is a tuple such that for all x € N, RJ is the linear order on the interval [x,al] for some

al. > x, al € N, it might be also that RJ is the linear order on whole interval [z,00). Y,y €N,
zNatyesy=z+1.

To illustrate this definition, consider that it may happen that zRla,, vy € (z,a,) and
not(lellaz). So to say the state y is a state situated earlier than the state  but y remem-
ber even less as the state x remember. It is immediate to see that the union of the all relations
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RJ makes a non-transitive relation: xRLa, (cf. the meaning of a, in the definition above) and,
it may happen, for some y, * < y < a, so (aRly), (yR;ay) but not(xR;ay). Useful instruments
for modelling reasoning about current processes might be built via presence of different agents’
accessibility relations which might be distinct for the same time state but different agents.

Consider the case when, it may happen that R% = [z,z + 15|, R%? = [z,x + 25], and again
to emphasize the effects of non-transitivity it may happen z € [z, 2 + 25], R%? = [z, + 21], so
—(zR%2 (x + 25)), but, e.g. for the state (z +2), (z + 2)R%x + 25.

Interesting new feature in our paper is that for each agent the operations of accessibly by
time to be referred to each time point. Our time intervals (which agents remember) are distinct
for distinct agents, arbitrary by length for each agent and are referred to each time point. In
any time point s any agent j remember the only states situated inside an time interval [s, al].

Definition 2. For any frame F, a model M on F is defined by introduction a valuation V' on
F for a set of propositional letters p: V(p) C N. Else for any a € N, p € P, K(a,p) is a fired
subset of the set of all agents j which (the model consider) know p on a.

The valuation V to be extended to all formulas as follows:

For any a € N:
(N,a) kv p < peV(p)

(N,a)lFy = & (N,a) ¥y .

Definition 3. For compound formulas

(N,a) lFy (¢ A ) < (Nya)lFy o) A (N, a) kv 9);
(Noa) by (o V ¥) & ((N,a)lFy ) V((N,a) kv 9);
(N,a)lFy (¢ = ¢) < ((N,a)lFy )V ((N,a) ¥y 9);
for formulas of sort U ;1 we define the truth values as follows:
(N,o)IFv (¢ U; ¢) <
3b € N[(cRID) A ((N,0) by ¥) A Wyl(y > ckey < b) =(N,y) v ¢]];
(Nya)lFy No & (Nya+1) IFy ¢
(N,a)lFy Kjp < j€ K(a,p).

Just in case, recall that for any formula ¢, (N,a) IFy ¢ denotes that the formula ¢ is true
(valid) at the state a w.r.t. the valuation V. We see that the truth of any formula with main
temporal operations U; at a state a refers only to the unique accessibility relation R! for a.
Sometimes we will use also the notation Nxzt(a) = b or Next(a) = b to say that a Nzt b.

Definition 4. Our multi-agent temporal logic TLAN%‘ is the set of all formulas which are valid
at any state of any model based at any temporal frame F.

The modal operations may, as usual, be defined via temporal ones. The modal operations OJ;
(necessary for agent i) and <; (possible for agent 7) might be defined via temporal operations as
follows: <;p:= TU;p, O;p := =<,;—p. It might be easily verified that then

(M, a) lFy O < Tb € N[(aRLD) A (M, b) IFy );
(M, a) lIFy Oz < Vb € N(aRLb) = (M, b) IFy ¢].

Below we give simple illustrating examples on possible expressiveness of the formulas in chosen
language.
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(1) The formula ¢1pA—<Oop being true w.r.t. a valuation V' says that the accessibility relation
for the agent 2 has a hole, lacuna, which nonetheless is accessible for the agent 1.

(2) Total opposition for in all first interval of time:

Yop = [01p — Oz—p] A [Oop — Op—p]. This formula being evaluated via a valuation V' says
that these both agents are totally opposite in their opinion for stable facts at all states accessible
for them.

(3) Recall: ©1p ADOi(p — O1[-p A =01-p]) A O1<0101p. This formula says that the agent
1 always swapping its opinion about truth of p from true to false and vise versa, but then —
somewhere at next time interval its decides p is always true.

Now we would like to show how we may model via chosen language various properties related
to multi-agent reasoning.

Definition 5. Consider the following formulas

Plausible ¢ := /\ 0,[ /\ TR
1€[1,k] JE[1,K]

Safe o:= [\ 0i \V [0;0;¢l;
ie[Lk] X,Xg[l,k],||X\|>k/27j€X

Reliable o= N\ O N\ D).

i€[1,k] J€E[1,K]

Here notation coincides with intended meaning. For example, Plausible ¢ means that for
any agent j for any state s accessible by time relation for j exists at least one agent for which a
state s; is accessible where ¢ is true at s;. So, ¢ is plausible — for any state a network for any
agent j in j-future there is at least one agent which sees in its future a state where ¢ is true (so
© is plausible).

Also, note that the presence the operations K is important also. For example, it may happen
that (M, a) IF p and (M, a) ¥ K;p for some j, that means that p is true (objectively true) at a
but j does not know it.

2. Preparation a technique, reduced forms

Here, in this section, we unavoidably recall material from our other papers to make current
paper easy readable and to avoid to enforce the reader to look necessary information in other
publications. Our aim is to show that the satisfiability problem for introduced logic is decidable.
Usual technique based at filtration, usage temporal degree of formulas and dropping points do
not work for this semantics since the relations maybe total non-transitive and rules for compu-
tation truth values of formulas with U, are different from standard. We will use a modification
of our old technique for reduction of formulas to rules (which we have already used earlier many
times for different purposes (cf. e. g. [19,21]) and transformation the latter ones to so-called
reduced forms. We briefly recall this technique. A rule is an expression r := @1 (21,...,2Zn),. ..,
ps(x1,.. . xn) /| U(x1,...,2,), where all pg(zq,...,2,) and ¥(x1,...,x,) are formulas con-
structed out of letters (variables) 1, ..., z,.

Formulas ¢y (x1,...,2,) are called premises and ¢(x1,...,x,) is the conclusion. The
rule r means that ¢¥(z1,...,z,) (conclusion) follows (logically follows) from the assumptions
©01(x1, o s Zn)y ooy @s(1,. .., 2,). The definition of the validness of a rule is the same for any
relational model. To recall it, assume that a model M and a rule r are given.
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The rule v := ©1(T1, .y Tn)y oy ©s(T1y..y2n) [/ Y(x1,...,2,), is valid on the model M
based at a frame F iff

Va ((F,0) v A 9)] = Va((Foa) by v)].
If Ya ( (F,a) lky i) but Ja ((F,a) ¥y 1), then we say that r is refuted in F by V and
1<i<s

we denote this fact as F ¥y r.

Definition 6. A rule r is valid (or true) on a frame F iff r is true (valid) on any model based
on F.

Definition 7. A formula ¢ is satisfiable iff the rule T /- may be refuted in some model M.
The proof is obvious — immediately follows from definitions. Thus we have

Lemma 8. If there is an algorithm verifying for any given rule v if this rule is valid on all
models F then there exists an algorithm verifying if any given formula is satisfiable.

Now we need rules in some uniform simple form, in particular — without nested temporal
operations.

Definition 9. A rule r is said to be in reduced normal form if r = €/x1 where Py is a finite set
of propositional letters, I is the set (of indexes) of all agents and

e = \/ { /\ x:(jﬂ',o)/\ /\ (in)t(j,i,l)/\ /\ ijt(j,p,z)

1<<m  1<ign 1<i<n peP;,jel

A /\ (inlxk)t(])i,k,lQ) },

1<, k<n,led
t(4,1,0), t(4,i,1), t(4,p, 2), t(4,i,k,1,2) € {0,1} and, for any formula o, o° := a, at := —a.

Definition 10. For any given rule r, a rule rns in the reduced normal form is said to be a
reduced normal form of r iff

For any frame F, the rule r is valid in F if and only if the rule ruf is valid in F.

Theorem 11. There exists an algorithm running in (single) exponential time which given any
rule v constructs some its reduced form ryg.

The proofs of the similar statement for various relative relational models and rules was sug-
gested by us quite a while ago since 1984 (eg. cf. for proof Lemma 5 in [3], or the proofs of
similar statements in [18]).

The reduced normal forms of rules constructed by the algorithm from the proof of this theorem
are defined uniquely.

Thus, if we are interested to investigate the problem of refutation for rules, we may restrict
ourselves with consideration rules in the reduced form only.

3. Decidability problem

Now we need an elicitation of our used technique. Recall that and as it was said before, a
temporal non-transitive frame F is a tuple

F:=(N,{RI |z € N,j € J}, Nat)
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such that for allz € N, RJ is the linear order on the interval [z, a/] for some fixed a?, > x, al € N,
it might be also that RY is the linear order on whole interval [z, 00), and Vz,y € N, x Naty &y =
=2+ 1. Any model M based at F is obtained by introduction some valuation V' in F of a set
of letters. We need now to modify such models.

Definition 12. Any model M g, has the following structure. For given two numbers m,m > 1,
n>m,

Mpin = {([0,n],<,{R] |z € N,j € J},Next, V), where Next(n) :=m + 1.

The relations RI. in such models are as follows: any RJ. is the linear order on [z, al] where
(1) x <m and @, < n, or (2) x > m and al, < n or (3) as in (2) but else RJ extended by the
linear order on [m + 1,b7], b < n, and all states from the second interval [m + 1,b] considered
as strictly bigger than the states of the first one (so we do a loop). V to be just a valuation as
earlier.

Now we need to clarify how to compute truth values of the formulas in such model. The rules
for computation the truth values of formulas in such models w.r.t. any given valuation V are
defined exactly as described earlier for usual models, simply for states x bigger than m the order
RJ within <, in a sense, to be replaced by possible sequences by Next and they use new RJ for
existence solution for until.

Theorem 13. Assume that a rule r in normal reduced form is refuted in a model M by a
valuation V| then there exists a finite model of kind Mgy, disproving r by its own valuation V
(the size of such model is yet not evaluated).

Proof. Consider a model M := (N,{RJ. | x € N,j € J},Next, V), and assume that a rule at the
reduced normal form be r = ¢/z; where e =V, ., 0;,

0, = /\ xz(j,i,O) A /\ (N ;)10 A /\ (2: Uy )06k et

1<ign 1<i<n 1<i,k<n,led

r be refuted in a M by a valuation V: M |y —r.

That is all formulas from the premise of r are true at all states, but the conclusion is not true
at some s, clearly we may admit that s = 0.

Thus for any a € F there is exactly one unique 6; which is true at a w.r.t. V, denote that
8; by 6(a). Now we need to definite some special sets. For any b € F, let for any formula

¢ := z;Ujz; from the premise of the rule if (M, b) |y, Uz,

Ev(p,b) :=min{k | b < k, bR\ k, (M, k) |Fyx;,Ve(b < ¢ < k) (M, k) -y}

So, Ev(yp,b) is the minimal evidence state saying that x;U;x; is true at b w.r.t. the view of
the agent [ € J.

Vice versa, for any b € M, if (M, b) Wvz,;Ujz;,

Disp(p,b) := min{k | b < k, bRk, (M, k) [Fyaz;=3c(b < ¢ < k)(M,c) vz}

That is Disp(¢) to be the minimal element disproving the formula ¢ w.r.t. the view of the agent
led.

Let Dm be the set of all disjunctive members of the premiss of the rule r. Sine the infinity of
N there is a number m, there is a subset Dmy of Dm such that for any number m; > m there is
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exactly one 8 € Dm;y which is true w.r.t. V at m; and for any 0 from Dm; there are infinitely
many numbers bigger than m at which @ is true w.r.t. V. In other worlds, the following hold

VYmy = m3l € Dml[(./\/l,ml) II—VG & [V@l S Dml(/\/l,ml) ”—\/91 = 0= 01]] (1)

Vmy = mV0 € Dmy[(M,m1) IFv0 = Tmg > (m1 +m + ||Dm|]) (M, m2) I-v0)].  (2)
Now on, consider a smallest a where a > m and a > b, where

b=mazx{n+1|ne€ LJ{Disp(@7 m) U U{Ev(cp, m)} (3)
¢ @

and O(m + 1) = 0(a).
We will now modify our model. Let M p;, be a model obtained form M as follows:

Mpin = ([0,m] U [m,a],<,{R% | z € N, j € J}, Next, V),

where Next(a) := m + 1 and the model is defined as earlier for models of kind M gy, and else
have the following structure concerning the accessibility relations R,, z € N, [ € J: for all
x > m,z € N, if [z,a]] is located inside the interval [0,a] in N itself we do not change R,
otherwise

al :=b. (4)

‘We show now that the truth values for formulas from Dm in the modified model are the same
as earlier.

Lemma 14. Vz € [0,a], and 0(z) defined in the model M,
(M, z) IFy 0(z)e(Mpin, c) I+ 0(z).

We will show it using structure of the formulas 6(x). For subformulas ¢ of formulas 6(z) not
including operations U; the statement

(M,.’L‘) Iy 'g[)@(MFin,C) I w

may be shown by straightforward simple induction of the length of the formulas (which hence to
be omitted). For formulas ¢ := z, Uz},

(M, 2) IFy o (Mpin, ¢) IF 2;Ux;

follows from our definition (3) above:

b=max{n+1|ne¢ U{Disp(gp, m) U U{Ev(g@, m)}

because the presence of all evidence states and disproving states for all operations Uy, they are
all included in the modified model and that is sufficient to keep truth values of formulas of kind
x; Uz, the same. Lemma is proved. O

It concludes the proof of our theorem.
Recall that do not have yet the computable evaluation of the size of the model, and so we
need to recover it.

Theorem 15. If a rule r in normal reduced form is refuted in a model M g;,, then it is refuted
in some such model with a polynomial size computable from the length of the r.
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Proof. Assume Mg, = ([0,m] U [m,a], {R. |z € N,j € J},Nat,V), where Next(a) :=m + 1,
r = ¢/x1 where

e=V [ A GO A (NG A N (U 0 ),

1<<m  1<i<n 1<ign 1<i,k<n,led

and Dm(r) be the set of all disjunctive members of the premiss of the rule r, and, for any
x € [0,al], O(x) be the member of Dm(r) which is true on x.

Now similar as in the previous lemma but in this new model consider the following defi-
nitions. For any b € Mgy, let for any formula ¢ := z;U;z; from the premise of the rule if

(MFpin,m) v,z Uz,
Ev(p,m) :=min{k | k,mRk,k < a,(Mpin, k) IFvz;,

Ve(e between m and k by RL)(Mpin, ¢) v},

So, Ev(p,m) is the minimal evidence state saying that z;U;x; is true at m. Vice versa, if
(Mpin, m) v U;,

Disp(p,m) :=min{k | k < a, mRék7 [(Mpin, k) IFva;=

Je(c between m and k by RL)(Mpin, c) W vail}.

That is Disp(¢) to be the minimal element disproving the formula ¢.

Let {a1,...,a,} be the increasing sequence of all elements from all sets Disp(p, m) and all
Ev(p,m). Now on we are ready to start the rarefication procedure in order to reduce the size of
the model M p;,, to a computable (from size of r) one.

STEP 1. If a, = a — 1 we do nothing. Otherwise consider f#(a — 1) and any minimal
b € [an + 1,a — 1] (if the one exists) where 6(a — 1) = (b). And now we delete all elements
situated strictly between b — 1 and @ — 1 and redefine relations R. as follows: if a! does not
exceed b — 1 or if a, € [a — 1,a] we let R. intact. Otherwise

R, :=[z,b—-1UI([a—1,d'_,]),
where I([a —1,al,_,]) is the interval by Next leading from a — 1 to a!,_;. Let M; be the model

» Ya—1
modified as shown above.

Lemma 16. For all x € My, and 0(zx) defined for Mgy,

(Mpin, ) IFv,0(z)e (M, z) v, 0(x).
Proof follows by straightforward computation using 8(a — 1) = 0(b) valid in M py,.

Now we consider ¢, were Next(c) = a — 1 instead of b as above and do for it the similar
transformation doing proper rarefication, and, next, continue such transformation until we delete
all states = with the same 6(z) moving to a,. So, such transformation will be completed in at
most ||Dm(r)|| steps and the resulting model Ms by Lemma 16 will disprove .

Now we will reduce the size of My doing rarefication within [m,a,]. For this we consider
separately all intervals [a;, a;41] moving down from [a,—_1, a,] to [m, a;].

For [a, — 1,a,] we do it as for [b,a — 1] above and so on. After completion this procedure
we will have computable upper bound for the number of states situated between a,, and m — at
most n x k x ||Dm(r)|| + || Dm(r)||, where k is the number of all formulas of kind z; U;z; in the
rule . Denote the obtained model by Mg, it again will disprove 7.
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STEP 2. Now we will apply the same rarefication technique to the model M3 moving from
m down towards 0, that is rarefying the interval [0, m] exactly by the same procedure as for the
interval [b, a — 1] above. Because we do not need disproving (and proving) states since we do not
have a loop by Next already, we need to consider only this interval itself in only one run. So,
after completion this procedure we will have the model My which again will disprove r and will
have size at most n X k x |[|[Dm(r)|| + [|[Dm(r)|| + k x ||Dm(r)]|. O

Theorem 17. If a rule 7 in normal form is refuted in a model Mg, then it may be refuted in
some usual model M.

Proof. We need only to apply a simple modification of the standard unraveling technique. Let
Mpin is given, it has the base set [0,m] U [m,a], and Next(a) ;== m + 1 and r = ¢/x;. In fact
now it is sufficient to only roll the cyclic part [m,a] starting from first occurrence of m in the
model towards future. O

Using Lemmas 8 and Theorems 11,13,15 and 17 we immediately derive:

Theorem 18. The satisfiability problem for logic TL%I‘? is decidable.

4. Conclusion, open problems

We immediately enumerate a set of open problem in the area. (1) To extend the obtained
results on branching time logic which linear parts by operation NEXT look as frames of this
paper. Similar question is answered in Rybakov [29] for frames which still within old paradigm
of a kind of interval logic. (2) Study unification problem for logics this paper. The logical
unification problem is impotent one because applications in Al and CS and else it may be seen
as algebraic problem of finding solutions for equations in special free algebras.

That problem was in active investigation earlier for various logics (cf. Baader [1,2], Ghilardi
[11,12], Rybakov [23]) and it looks interesting to find solution for our logics. (3) Study admissibly
problem for them. The problem of admissibility since paper of H.Fridman [4] with the list of
open logical problems was investigated for many logics (cf. eg. [15,16,18,30,31]), cf. R.Iemhoff
and G.Metcalfe [5,6], cf. E.Jerabek [5,6]. But concerting nontransitive temporal linear logic
the most progress was achieved only for a logic with uniform limitations on time intervals with
transitivity in paper Rybakov [27]. (4) Consider the question of axiomatization for our logics.
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My.TILTI/IaI‘eHTHa.SI BpeMeHHad JIOTUKa C oIlepalusaMmn
CTATNUCTNYIECKOI'O 3HaHMNA areaToB

Baaguvmup B. PeibakoB

Cubupckuii deiepalibHbli YHUBEPCUTET
Kpacnosipck, Poccuiickas ®eneparus

UNucturyT cucrem urdopmaruku um. A. 1. Epmosa
Hosocubupck, Poccuniickass @eneparust

Beicmas mkosia SKoHOMUKH

Mocksa, Poccuiickast @enepariust

Awnnoranus. Vccienyercsa MyiabTHareHTHasi BDEMEHHAs JIOTWKA C HECTAHJIAPTHBIMU HETPAH3UTHBHbI-
MM OTHOIIEHUSIMU BPEMEHHOMN JOCTU?KUMOCTHU U OIEPAIMSIMU CTATUYIECKOTO 3HAHUs areHToB. Haxomurcsa
aJITOPUTM, PEIIAONnil TPOOIEMY BBITOTHUMOCTA U PA3PEITUMOCTH.

KrouyeBbie cisioBa: BpeMmeHHasl JIOTUKA, MYJILTHATEHTHOCTD, HEKJIACCUYECKUE JIOTUKHU, MH(MOPMAIIUS,
Ipe/CTaBIeHNEe 3HAHUY, pa3penlaionye aJIrOpUTMbI, Pa3pPENIIMOCTb, BBIITOJTHIMOCTD.
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