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In this paper we solve the interpolation problem for the class of analytic functions in the unit disk with
power growth of the Nevanlinna characteristic under the condition that interpolation nodes are contained
in a finite union of Stolz angles.
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Introduction

Let C be the complex plane, D be the unit disk on C, H(D) be the set of all functions,
holomorphic in D. For any o > 0 we define the class S2° as:

sei={renn)ynen < 7o

where C; > 0 is a positive constant, depending on the function f, r € [0,1), T(r,f) =

— In™ | f(re'?)|dyp is the Nevanlinna characteristic of the function f, In™ |a| = max(0,1n|al),

2 J_ .
a € C (see [1]).
It is well known that if f € S3°, then
M(r, f) = max | f(2)] < expd —Lr (1)
’ lz|<r (]. - T)OﬁLl

for all & > 0, ¢y > 0 (see [1]).
It is clear that if f € S2° and {ay};>5 is a sequence of points from the unit disk, then the
operator R(f) = (f(a1), ..., f(ak),...) maps the class S° into the class of weighted sequences

A
— _ +oo .
lOé— {’y_{’yk}k‘zl . |’yk| <exp (1_|ak‘)a+17 )\>0}

In this article we answer the question under what conditions on the sequence {ay};> the
operator R(f) maps the class S3° onto the class l,.

Definition 1. A sequence {ay};>5 is called interpolating for S°, if R(SL) = la.

o
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Let us note that interpolation theory has become intensively developed since the fundamental
work of L. Carleson (see [2]) about interpolation in the class of bounded analytic functions. The
term of "free interpolation" was first introduced in [3]. The interpolation problem in subclasses
of the bounded type functions N was investigated there. This problem in the Nevanlinna and
Smirnov classes was solved in [4,5]. These questions in the Hardy and Bergman spaces was
studied in works [6,7].

The paper is organized as follows: in the first section we present the formulation of main
result of the article and prove some auxiliary results, in the second section we present the proof
of main result.

1. Formulation of main result and proof of auxiliary results

To formulate and proof the results of the work we introduce some more notation and defini-
tions:

For any 8 > —1 we denote mg(z, o)) as M. M. Djrbashian’s infinite product with zeros at
points of the sequence {ay}{25 (see [8]):

+oo
z
ng(z, o) = H (1 — ak) exp(—Ug(z, ag)), (2)
k=1
where
5+1 ?)In
Us(z, ) / /_Tr 1 _ Zpe—ze)am pdpdo. (3)

We denote mq 0 (2, ax) as infinite product mg(z, a) without n-th factor.
As stated in [8], the infinite product mg(z, ) is absolutely and uniformly convergent in the
unit disk D if and only if the series converges:

+oo

2(1 — |a])?? < Fo0. (4)

k=1

Let us remark that the product 73(z, o) appear naturally in the integral representations of
the holomorphic functions by the kernel

at1 (1)
T (1 o)t

as there is the Blaschke product in the integral representation of the bounded type functions by
the Poisson-Jensen formula (see [1,9]).
If 8 = p € Z then product (2) takes a form (see [8]):

+oo _ p+1 2\ J
ax(ag — 2) 11— o
Zak H 1 —agz Xij(l—akz

k=1 j=1

KOt(C’ Z) =

2’<7 ED

Definition 2. The part of the angle with vertex at the point €', less then © and contained in D,
whose bisector coincides with radius connecting the center of the disk and the point €' is said to
be the Stolz angle with vertex at the point e, i.e.

I5(0) :=={z € D :|arg(e’® — 2) — ] < %},

where 0 < 6 < 1.
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The main result of this article is the proof of the following theorem:

Theorem 1.1. Let {ak}zi‘i be the arbitrary sequence of complexr numbers from D, which is
contained in a finite union of Stolz angles, i.e.

{or} € | Ts(0s), (5)

1
with certain 0 < 6 < ——.
a+1

The following statements are equivalent:
i) {ak}gj{ is an interpolating sequence in S°, o > 0,

i)

c

n(r) = {Ca'f'dak : |Oék| <r< 1} < m7

for some ¢ > 0;

(7)

-M
!
ns = . N~
\Wﬁ(a ag)| = exp
(1= o)t

for some M >0 and oll 8 > o — 1.

For presentation of auxiliary result we need also the O.Besov class Bf ., on the unite circle
(see [10, p.151]). Let 0 < s < 2; function v integrable on the unite circle belongs to the class
Bj ., if and only if

™ i(048)y i i(0—t)
{108 #40) = 2p(e) + (e ig < o

o<t<1 \J_x [t]*

The proof of the theorem is based on the following statements.
Theorem A.(see [11]). The class S° coincides with the class of analytic in D functions
represented as

™ o0
f(2) = exz*m5(z, o) exp {;ﬂ/ Wd@} , 2z €D, (8)

o (1 —ze

for all B > a— 1, where (e'®) is real-valued function from the O. Besov class Bﬁ;oaﬂ, A€EZy,
cx € C, and the sequence {ay};25 satisfies the condition

n(r, f) < (1_6%

for some cy > 0.

Here and in the sequel, unless otherwise noted, we denote by ¢, ¢1, ..., ¢, (o, 3, ...) some arbi-
trary positive constants depending on «, (3, ..., whose specific values are immaterial.

It is clear that the space [, coincides with the space of sequences {fyk}z:“; such that

ilip {(1 — Jag))* ™ In(1 + |7k\)} < +00,
>1

where {a;};25 C D.
For the further exposition of the results we introduce metrics in spaces S5° and [, as follows:
Vige Sy

pse(fr9) = sup {(1 =0 [ e - g(re”mde} ,

o<r<1 -7
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Ya = {ak},b = {bk} € l,

pi.(a,b) = sup {(1 = Jar)* (1 + Jay, — bi]) } -
>1

It is easy to check that S5° and [, are complete metric spaces with respect to these metrics, and
the space Sg° is invariant regarding the shift.

Lemma 1.2. If the operator R(f) = (f(a1), ..., f(aw),...) maps space S° onto space l,, then
there exists the sequence of the functions {gn(2)}125 € S such that

sup pse(gn,0) < C, C >0
n>=1

and
0, for all k # n,

(n

gn(ak) =7 ), where %(;L) =

exp fork=mn,

(1= Jag])oFt?

where k,n=1,2, ...

Proof. Let Sp, L > 0, be the set of the sequences ¢ = {ck}‘k’f{ from the space [, such that
cx = F(ar), k= 1,2, ... for certain function I € S3°, satisfying condition pse(F,0) < L, that is

sup {(1 e /ﬂ In(1+ |F(rew)|)de} <L

0<r<1 —r

oo

By hypothesis, R(S3°) = [, equivalently to I, = UZZISL. Let prove that the sets Sy, are closed
for all L in I, in this terms if ¢(™ = {c;m)}z';"i € Sy, and pp, (c™,c©) — 0 as m — +oo, then
C(O) € Sr.

By assumption, c,(Cm) = Fn(ak), k=1,2,..., F, € S with

psz (Fin,0) < L (9)

and py_ (c™, @) — 0 as m — +oo.

In this notation, we need to prove that there exists function Fy € S3°, such that Fy(ax) = c,io),

k=1,2,.. and ps=(Fp,0) < L.
From (9) it follows that for any m = 1,2, ...

: L)
+ 0
In™ |Fy (re’)] < (=)ot

where C'(L) is independent on m.

By Montel’s theorem we can choose the subsequence of functions {F,,, ()}, uniformly con-
vergent to function Fy on compact subsets of the unit disk. Let check that Fy € S5°.

Using inequality (9), we get:

sup {(1 —r)® /ﬂ In(1+ |Fy,, (Tei9)|)d9} < L.

0<r<R<1 —T

Taking in this inequality the limit as k£ — 400, we obtain:

sup {(1 — ) /ﬂ In(1 + |F0(rew)|)d€} < L.

0<r<R<1 -7
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Whence guiding R — 1 — 0, we have:

ps (Fo,0) < L. (10)
Thus, Fy € S°.

Since Fy,, (z) — Fy(z) as k — 400 for all z € D, we have clme) — Fo, (an) — Fo(ay) = 0
as k — +oo for all |a,| < 1, n = 1,2,.... Taking into account the estimate (10), we conclude:

) = {céo)},ffl € Sr. Thus, we prove that the set Sy, is closed in [, and [, = UZSSL.
By Baire’s theorem there exists a number L such that the set St includes the ball with the
center at one of its interior points, for example,

B(Fo(am),d) :={c = {ex} : pi (¢, Folan)) = iup(l — la)* ™ In(1 + e — Folaw)]) < d},

=

where the sequence {Fy(a,)} = {csLO)} is the center of the ball, d > 0 is its radius.

It means that for any sequence ¢ = {c;} € B there exists a function F' € S3° such that
F(Ozk) = Ck, k= 1,2, ver e

So, if pi(7,0) < d for some v = {7}, then there exists a function g € S such that
ps=(9,0) < 2Lg and g(ay) = i for all k. It is sufficient to put v, = cx — Fo(aw), k = 1,2,...,
g(z) = F(z) — Fy(z), where F is the function with the above properties.

Let (") = {71(:)}7 n € N, where 'y,(ﬁn) = c,(qn) — Folag) k = 1,2,..., c,(cn) € B. Then

n n 1

o, (7™,0) < d. We put c,g) = Fy(ag) for k # n, c;) = Folag) + expW for
o

) =

k = n. Arguing as above, we see that there exists a function g, (z) = F,(z) — Fy(z) such that
Pz (9n.0) < 2Lo and go(ow) = " = 0 for k # ., gu(an) = 7" = exp gy for

k = n. The proof of Lemma 1.2 is complete with the constant C' = 2L,.

Remark 1.1. The idea of proving Lemma 1.2 is adopted from P.Koosis (see [12, p.200]),
who first applied this for solving the interpolation problem in the class of the bounded analytic
functions.

Lemma 1.3. (sce [13]) If members of the sequence {ay};>5 are contained in a finite union of
n 1
Stolz angles, i.e. {ar} C |J T's(8s) for certain 0 < 6 < PR then for any function
s=1 (&%
n C
g(z) = 81;[1 exp W, z € D, a> —1 the following estimate is valid

C
l9(cs)| = coexp (

W, 52172,...,77,, (11)

where cg, C' are some positive constants.

2. Proof of main result

Let prove the implication i) — ii).

We assume that {ak}:;“i € D is an interpolation sequence in the class S°, o > 0, i.e. for
any {v} € l, there exists a function f € S such that f(ag) =k, k= 1,2, ....

Let consider the sequence {v4}/25: 71 = 1,72 = 73 = ... = 0. Evidently, {4}/>5 € lo. Since

{ay}}25 is zero-sequence for the function f € S3°, a > 0, we have

n(r) < m

by Theorem A. The estimate (6) is established.
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In order to show (7) we fix n € N and take the sequence {vk )} as follows: 'y( " =0, k#£mn,
fy(") = exp 1 k
g (1 = Jag[)ott”
pse=(gn,0) < C and g, (o) = 'y,(en) for all £ = 1,2, ..., where the constant C > 0 is independent

on n. In particular, g,(ay) = %(Ln)

be represented as

= n. By Lemma 1.2 there exists a function g, € S5° such that

. According to Theorem A, any function g, € S3°, @ > 0 can

gn(z) = C>\nz>‘"7rg,n(z,ak) exp{h,(2)}, z € D,

1 T 7/1n(€i6)
where hn(Z) = %/;ﬂ- Wd&, ﬂ >a—1.
So,
— |y — L _ A
Ign(an)| - |r>/n | = eXp (1 o ‘Ck |)O¢+1 - |CA||a7l‘ |7Tﬁ,n(06n,ak)” exp{h’(an)}|

Since exp{hn(z)} € S°, then taking into account the estimate (1) we have:

1 C2

|gn (0 )| = exp a Jt < almgn(om, ar)| exp T —Jan)ort’

— |own|

where ¢, is independent on n according to Lemma 1.2.
From the last inequality we obtain:
— M,

76,0 (0, )| > exp

We show, that (12)=-(7). Really, differentiating the function mg, we get:

hean) = 3 (- L e(Ues) (1 2 ) explstesa (e, ) x s,

j=1 J J

where Ug(z, o) defined by (3).

“+o0o
Since mg (o, ) = [] (1 - ) exp(—Ug(ap,ax)) =0 forall j =1,2,..., j # n, we
k=1,k#j (€73
have:
|Wﬁ(anvak)| | exp( Uﬁ(anvan))l |Wﬁ,n(ana0‘k)|- (13)

Jaun

Using now estimate (12), from (3) and (13) we obtain:

-M
/
|7Tﬁ(an,ak)| 2 exp W7 M > 0.

Thus, (12)=(7). The implication i) — ii) is established.

Now we prove that ii) — i). Suppose that {ak}:;"i be the arbitrary sequence of complex
numbers from D, which is contained in a finite union of Stolz angles, and the estimates (6), (7)
are valid. Let us show that there exists a function ¥ € S° such that ¥U(ay) = v, k = 1,2, ...

for each {7y} € la.
We construct a function ¥(z) as follows:

+Z mz% 1 (1ak|)m /(z) (14)

= (z—ap) ok, 05) \1—awz /) flax)
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with 0 >a—1, m >a+1, and

= C
It is obvious, that ¥(ay,) =y, n=1,2, ...
Now we need to prove that function ¥(z) is analytic in D and ¥ € S°.
First, from the estimate (6) we conclude:

+oo

D> (1= Jag))™ < 400 (16)

k=1

for all m > a 4+ 1. Taking into account the convergence of the series (16) and Lemma 1.3,
we obtain that the infinite product m3(z, o;) and the series (14) are absolutely and uniformly
convergent in D.

Now we get an upper estimate for the function |¥(z)|. Since {74}/ € I, and condition (7)
is valid, we have:

—+oo

w3 el S (o))

0 e = apl o, o)l \[L—awz] ) [f(er)]

SR malzan)l M 1= \™ 1£(2)]
Z Pa= P ( a )

Iakl)““ |2 — ol L—laghott \ [T —akz| ) [f(aw)]

75 (2, 05)]

- Using the well-known estimate for the Djrbashian product
zZ — O

We estimate the factor

(see [13]):
1-— |Oék|
It |75k(2, @) Cﬁz (|1 — akz) , (17)
we get:
ms(2, ;)] | — 2| - ma.k(205)|
|z—ak| |Z_ak‘|ﬂ-/37k(z7a])| |ak| |€Xp( @(Z,Oék)” Cﬂ ‘1_akzl

_ B2
T,k (2, 05| s 1—Jan|
: <
|1 — @z [1 — agz| oxp CBZ 11 —@nz|

for all 5 > a —1.

Therefore
B+2 +oo
anl) = At M 1 (= [

U <exple xX|f(z)|xca- )y ex . .
e p<ﬁnzl< 7 ﬁ; P JarD)a T Tf ()] 11— age T
Now we consider the last factor in the product:we obtain the following estimate

P AHM L (=)

= (L= ag)ott [ fap)| |1 —akz|m T

We split the sum into n parts:

M1 ()
Z 2« P T Tflan)] [T — age]m T

s=1 ael's(0s)
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1
Since {ai} C U ['5(0s) for certain 0 < § < pPEE we can apply Lemma 1.3 for each part of the
o

sum. Thus we have

_ a+1 AT ml
prc iy A (1= faxl) |1 — akz|
Choosing the positive constant C' such that A + M — C' < 0, we obtain the following estimate:
A+M-C <1,

XD T et S
(1 = Jag[)o+1

forall k=1,2,....
Thus we have:

1—|an] RS (1 — o)™
v X C
e “pQ%EZ(u—az> ) G 2 e
Taking into account the convergence of the series (16), we have:

— |ou)™ c1
Z ‘1 " aga|mt < "]yt Z — la)™ (1 — |z])m+1

for allm>a+1.
The estimate of function |¥(z)| takes form:

oo (o5 (2212

1 (7 ,
Now we show that ¥(z) € S3°, in this notation T'(r, ¥) = o / In™ |W(re')|dd <
T —T

C2

) x |f(2)] % A= z)mt (18)

where o > 0, C' > 0.
Using (18), we get

1— || B+2 ™ N » c
T \Ij Cﬁ Z/ <|1a T610|) d9+/;7rln |f(7"ez )|d9+2ﬂ'1nm

We estimate each of summands in this sum separately. As established in [11] (see also [14]),

+o0 B+2
1 — |y c
< °
Z/ ( 1-o Te“’|> 9 < (1 —r)e’ (19)

forall 8 > a—1.
Further, from (15) we have:

/ln+|fre )|df < Z/ = T@’(ea)

Applying elementary estimate, we obtain:
In® |f(ret®)|do < —2—. 2
| wtireenian < (20)
Combining (19), (20), we obtain that function ¥(z) belongs to the class S3°. This shows that
i) — 1).
The proof of Theorem 1.1 is complete. O

Remark 2.1. Note that if @ =0, then condition (5) is necessary, as established in [4].
The work is supported by the Russian Foundation for Basic Research, project 13-01-97508
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OO0 uHTepIIOAAIINN B KJIaCcCaX aHAJIUTUYECKNX B Kpyre
dbyHKIMiT co cTeneHHbIM POCTOM XapaKTEePUCTUKN
P. HeBanjimHHbI

®Paiizo A.lllamosiH
EBrennsa I'. PooukoBa

B cmamve noayueno pewenue uHmMepnosauuoHHol 3a0a4y 68 KAGCCE GHANUMUYECKUT PYHKUUT 6 edu-
HUYHOM KpYee, xapaxmepucmuka P. Hesanaunio, Komopwuix umeem cmenennot pocm npu npubAUHCEHUU
K eOUHUNHOT OKPYAHCHOCTIU, NPU YCAOBUU, HMO Y34l UHMEPTLOAAUUYL NPUHAOLEHCAM KOHEUHOMY YUCAY
yenos LlImosvua.

Karoueswie crosa: unmepnosayus, arasumudeckue Ggynrkyuy, rapaxmepucmurxa P. Hesanaunmol, yaavl
LImonvuya.
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